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Abstract The adoption of quality assurance methods based on software process improvement
models has been regarded as an important source of variability in software productivity. Some
companies perceive that their implementation has prohibitive costs, whereas some authors
identify in their use a way to comply with software development patterns and standards,
produce economic value and lead to corporate performance improvement. In this paper, we
investigate the relationship between quality maturity levels and labor productivity, using a
data set containing 687 Brazilian software firms. We study here the relationship between
labor productivity, as measured through the annual gross revenue per worker ratio, and quality
levels, which were appraised from 2006 to 2012 according to two distinct software process
improvement models: MPS.BR and CMMI. We perform independent statistical tests using
appraisals carried out according to each of these models, consequently obtaining a data set
with as many observations as possible, in order to seek strong support for our research. We
first show that MPS.BR and CMMI appraised quality maturity levels are correlated, but we
find no statistical evidence that they are related to higher labor productivity or productivity
growth. On the contrary, we present evidence suggesting that average labor productivity
is higher in software companies without appraised quality levels. Moreover, our analyses
suggest that companies with appraised quality maturity levels are more or less productive
depending on factors such as their business nature, main origin of capital and maintained
quality level.
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1 Introduction

The productivity of research and development (R&D) intensive firms has been a focus of
intense investigation for many decades, not only because it is identified as one of the main
sources of national and industrial competitiveness, but also due to more business-oriented
motivations, such as to guide investments to those products and services wherein value
creation is concentrated, as well as in planning future industrial operations. There is also an
economic interest in productivity that justifies its study and measurement, since these allow
one to draw comparisons and propose public policies or programmes aimed at particular
industry sectors.

Productivity is an intricate subject of study, beginning with its own definition. Griliches
(1986) defines productivity simply as the ratio between the outputs and the inputs of an
economic process. This kind of general conceptual definition has been made concrete through
the proposition of theoretical models, which allow retrospective or prospective studies to be
performed. Griliches (1986) himself formulated one such theoretical model of productivity
and many others appear in (OECD, 2001). Productivity measurement, in turn, is surrounded
by many difficulties, that begin with the nature of the variables that have to be observed,
which are sometimes of intangible nature. The observation of the variables that may influence
productivity even leads to so called paradoxes: Brynjolfsson and Hitt (1998) report periods in
which productivity growth rates decreased while information technology investments were
increasing in the American economy. According to these authors, the early studies on the
productivity of R&D intensive industries focused on economic aggregates and technology
investments, but modern approaches – see (Nguyen et al, 2011) for an example – seek to
define the context of study in the corporate, process, product or project levels, as well as
to focus in the identification of specific factors that influence productivity, which may be
respectively classified as organizational, personal and technical factors.

Regarding the study of productivity in the software industry, the evolution of the corre-
sponding knowledge has not been different. Early attempts to study and measure software
productivity were strictly based on costs and consequently focused on the use of employed
personnel, equipment or third party components as inputs, while source code, specifications
or other produced software artifacts were normally regarded as outputs in productivity mea-
surement (Boehm, 1981). Later on, it became clear that many different software productivity
measures would be possible, each one focusing on specific factors (such as the adoption
of quality assurance methods) with their own advantages and disadvantages (Collofello
et al, 1983). More recently, process improvement and corporate aspects were identified as
important factors in the study of software productivity (Rubin, 1993). Nowadays, it seems
to be a consensus that software productivity factors can be estimated by computing the
corresponding monetary values (Petersen, 2011), for instance by representing produced assets
using their market values and adopted assets through their depreciation. Moreover, among
the input factors, the greatest value of all has been attributed to labor by software industry
practitioners. It is in this monetary way that it is possible to address software productivity
using an economic perspective, as proposed in the present paper.

The influence of quality assurance methods and software process improvement models in
software productivity has been particularly controversial. Indeed, they have been regarded
by the Software Engineering community as an important source of (negative and positive)
variability in software productivity. Concerning process improvement models, some authors
report that their implementation is perceived by certain (generally small) companies to have
prohibitive costs (Staples et al, 2007), whereas others identify in their use a way to comply
with software development patterns and standards (Krishnan et al, 2000), produce economic
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value (Jones and Bonsignour, 2012) and lead to corporate performance improvement (Herb-
sleb and Goldenson, 1996; Herbsleb et al, 1997). On the technological side, some authors
point out that productivity is positively influenced by modern software development method-
ologies (Nguyen et al, 2011), such as the use of lean methods or automated development
tools, but also recognize that more conclusive studies in this direction are still needed.

Despite the controversies, the implementation of software process improvement models
has been advocated by their respective managing institutions as a means to allow software
companies to organize their processes in structured and guided ways and to establish quality
standards for software development. Indirectly, they also aim to ensure that software process
outputs have higher perceived value or that labor is reduced. Such institutions have helped
thousands of companies to implement the respective reference models and advance in the
corresponding software processes attribute hierarchy with external feedback provided by
appraisal assessors. Today, there are many such models, but we choose to focus here just in
the Capability Maturity Model Integration (CMMI), developed by the Software Engineering
Institute (Paulk et al, 1995), and the MPS.BR, an acronym of Melhoria do Processo de
Software Brasileiro (in Portuguese), a joint effort of Brazilian industry, government and
research institutions coordinated by the Softex Society (Montoni et al, 2009). The CMMI
model has had worldwide implementation and recognition, whereas the MPS.BR model has
also had a substantial number of implementations, particularly among small and medium
size companies, due to the concerns with cost and risk aspects in its implementations. These
models appear to be particularly appealing to our work, since their managing institutions
not only accredit knowledgeable appraising organizations but also compile the respective
appraisal results in organized and transparent ways that facilitate our research. In these
respects, they are quite different from the SPICE process improvement model standards
proposed by the ISO/IEC (1998).

It may well be the case that (some of) the controversies concerning the results of adopting
software process improvement models have more to do with the difficulties in productivity
measurement and with the desire to improve productivity than with their conceptual definition
and widespread usage (as respectively recognized by Pilat (2004) and Boehm (1987)). Indeed,
the literature on Software Engineering Economics in general treats quality and productivity
matters mixed with more technical subjects, such as software artifact metrics, artifact and
process complexity and management (Boehm, 1981; Jones and Bonsignour, 2012). It seems to
us that a so called firm-level or corporate outwards looking view of productivity measurement
provides us with a simpler framework for studying the relationship between quality and
productivity in software companies.

In this paper, we argue that there is a need to define context and focus in studies relating
quality assurance to software productivity. We address this issue focusing on software
companies and their environment, where they coexist with other stakeholders, such as
customers, employers, shareholders, managing institutions and others, since these appear to
be the actors of economic interest in this context. We perform observational studies using a
data set containing the revenues and employment of 687 Brazilian software firms, which has
been collected and analyzed by the author in qualitative (Duarte, 1996, 2002) and quantitative
(Duarte and Branco, 2001; Duarte, 2012) studies since the 1990s. While our concerns in these
previous works were the proposition, formulation, implementation and evaluation of public
policies to foster the development of the software industry in Brazil, here our main concern
is more specific, related to the empirical effectiveness evaluation of investing in software
quality assurance aiming to improve corporate productivity.

We believe that the relationship between adopting quality assurance methods based on
software process improvement models and consequently obtaining higher levels of productiv-
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ity in software companies has not been sufficiently studied. In many cases, the benefits and
prejudices of adopting one such a model seem to be overstated, as well as the advantages and
disadvantages of using a specific model in relation to others, particularly regarding their in-
fluence in software company productivity. We conjecture that there is a statistical correlation
between quality maturity levels, as appraised according the process improvement models
MPS.BR and CMMI. The study of this kind of correlation seems to be important, not only
due to our desire to elicit the relationship between these models per se, but also because this
serves as a strategy for obtaining more supporting data for our studies concerning software
productivity. We also conjecture that successful investments in quality assurance based on
the implementation of software process improvement models contribute to increase labor pro-
ductivity and productivity growth. This is investigated by performing independent statistical
tests, taking into account as many productivity and appraised quality level observations as
possible, justifying the study of both MPS.BR and CMMI here.

By performing these studies, we aim to better understand the relationship between
MPS.BR and CMMI, identify the influence that the implementation of these process im-
provement models has in software company productivity, its growth and variance, as well
as to define an empirical research methodology that can be applied in the future to specific
segments of the software sector and to other sectors of the information technology industry.
The outcome of these studies should allow us to provide better advice and consequently
contribute to the competitiveness of the studied companies, at least in Brazil.

The remainder of the paper is organized as follows: Section 2 contains an overview
of related research; Section 3 describes our research universe, which consists of software
company productivity measures (3.1) and software process improvement methods (3.2);
Section 4 presents our data sets and research methodology; Section 5 contains our data
analyses and major research findings concerning the correlation between MPS.BR and CMMI
appraised maturity levels (5.1), the relationship of quality maturity levels to labor productivity
in software companies (5.2) and an analysis of productivity variance in such companies (5.3);
and Section 6 presents a systematic assessment of these results. We conclude the paper with
a discussion of our results (in Section 7) and with final comments and suggestions of further
research (Section 8).

2 Related Research

Economic studies on productivity are performed in the context of aggregates, corporations,
processes or projects. An overview of different productivity measures from an economic
perspective appears in (OECD, 2001). In the software domain, the studies on this subject
have focused on specific factors that affect productivity, which can be roughly categorized in
organizational, personal and technical factors. A systematic literature review on software pro-
ductivity prediction and measurement appears in (Petersen, 2011). These two studies survey
the literature in the corresponding fields, but here we describe a specific research, performed
in the corporate context and focused on the correlation between labor productivity and quality
maturity levels, which can be regarded as technical-organizational factors. Therefore, in the
sequel to this section, we summarize and analyze other representative studies that take the
same context or focus into account.

Initial studies reported by Boehm (1981) found no statistically significant correlation
between quality assurance measures and productivity in software development projects. These
works were performed based on the COCOMO (Constructive Cost Model) project database,
but did not take into account quality maturity levels as defined in process improvement
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models, which had not been defined at that time. Later on, Herbsleb and Goldenson (1996)
and Herbsleb et al (1997) reported the existence of a positive relationship between quality
maturity levels and software process productivity, due to the early adoption of the CMM
model. They performed a multiple case study based on questionnaires sent to individuals in
organizations that performed assessments and, due to the high concentration of responses
in the lower levels of the maturity scale, recognized the need of further studies on moving
to higher maturity levels, something reported herein. Subsequently, Krishnan et al (2000)
pointed out an important increase in productivity from improved quality conformance in the
development of software products. They particularly focused on product quality and labor
productivity, formulating distinct functions for each of these notions in terms of independent
variables, such as program sizes and personnel capability. They showed that product size
and process management techniques positively affect productivity and that the same happens
regarding product quality due to assurance methods and personnel capabilities. There is some
similarity of all these studies with our own work in the adoption of standard parametric
statistical methods to investigate software productivity, but, as a distinctive characteristic,
they have all captured quality aspects using dependent variables, whereas software quality is
treated here as an independent variable, perceived through appraised quality maturity levels.

Recent studies recognize that software productivity may be simultaneously influenced
by many different technical, personal and organizational factors. Trendowicz et al (2008) in
particular propose a multi-criteria approach, based on data analysis and expect judgments, to
identify such factors and reflect them in specific software productivity models. They report
the existence of empirical evidence that accuracy and precision are improved in this way.
Nguyen et al (2011) study how such factors affect software productivity over the years, based
on the COCOMO model. They show that different project types (new development versus
maintenance) and software development difficulty levels influence productivity and also that
maturity levels have a negative correlation with project completion year (but recognize that
both quality and productivity have increased over the years). Kalinowski et al (2011) also
suggested, based on extensive data collected from companies that implemented the MPS.BR
model, that time frames matter when software productivity is related to process maturity. As
an example of study taking personal factors into account, Kamma and Jalote (2013) study
productivity in software testing tasks and show how they are affected by software engineer
skills. As can be noticed in this small sample of representative related work, the usual focus
of study is either in technical or personal factors, but we consider it equally important to
study software productivity taking organizational and contextual information into account.
This is a reason for performing our investigations at the firm level, rather than at process,
product or project levels.

Other studies on software productivity with a broad national or regional scope have
been produced using non-parametric statistical methods. Maxwell et al (1996) performed
some variance analyses on software engineering projects in European space, military and
industry applications. They considered several factors in their study, such as development
time, personnel experience, produced lines of code and development location. Organiza-
tional differences were reported to be the main source of variance, but application types,
programming languages and development tools were also identified as important and control-
lable productivity factors. Tsunoda et al (2006) analysed productivity in Japanese software
development projects. Their conclusion was that higher levels of outsourcing and projects
skewed towards the implementation have worse productivity. Finally, Wang et al (2012)
analyzed the productivity of Chinese software companies listed in the stock market. They
developed regression models taking company revenues as an output and employed labor
as an input, concluding that education is a factor that positively affects software company
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productivity. It appears to us that the study of how location and regional aspects influence the
labor productivity of software companies, as well as their correlation with quality aspects,
is still a subject that requires further research, but towards this direction we report here our
findings concerning the Brazilian software industry.

3 Research Universe

3.1 Productivity of Software Companies

The study of productivity, as a subject of Economics, is focused on the formulation of
production or productivity functions that explicitly relate, in a time relying manner, dependent
variables (called outputs) to independent ones (called inputs). These functions can be applied
to many distinct focus objects, such as individuals, business units, companies, economic
sectors and even national accounts. Therefore, they are considered an adequate instrument
for measuring individual effectivity and assessing comparative performance.

In his seminal work concerning the productivity of R&D intensive companies, Griliches
(1986) adopted the following formulation of production functions, based on the classical
multiplicative model of time series:

Qot = β0eλ tKβ1
ot Cβ2

ot L1−β2
ot where: (1)

Q: Economic output (e.g. sales, revenues, value-added);
C: Capital input (e.g. machinery, facilities);
L: Labor input (e.g. salaries, benefits, labor taxes);
K: ∑i woi Rot−i , a measure of accumulated and still productive R(&D) capital, where Ro

measures deflated gross investments and wo their connections to an object o knowledge;
λ : Rate of disembodied technical change external to all the studied objects;
β j: Constants (for 0≤ j ≤ 2);

The independent variables that reflect tangible resources, such as investments in capital goods
(C) are admittedly arduous to treat, due to the effect of physical or economic processes
such as depreciation and inflation happening in each analyzed time period. In turn, the
variables that capture intangible resources (K), such as intellectual property, although also
delicate to be treated, may help explaining why sometimes increases in capital and labor
inputs are not reflected in productivity growth, for instance due to technological lags or debts.
The widespread recognition of the importance of such intangible factors (Griliches, 1986;
Brynjolfsson and Hitt, 1998) further motivates our study on the relationship between quality
maturity levels and software productivity.

The tradition in Software Engineering Economics (Boehm, 1981) is to adopt, in the
proposition of productivity functions, restricted versions and specific interpretations of the
general definition above. In particular, investments in capital goods tend to be negligible in
software companies when compared to research, development and labor investments. This
means that, in the software industry, β2 is typically presumed to be equal to zero, resulting in
simplified definitions, such as the following one, adapted from (Boehm, 1987):

Pot
def
=

Qot

Lot

= β0eλ tKβ1
ot (2)

Labor has paramount importance in research and development intensive companies.
Consequently, the typical software productivity functions adopt the cost of labor, worked
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hours or employed personnel as inputs (L). The number of produced lines of code, components
or function points are normally used as outputs (Q). As we have already argued, however,
the mixture of such economic and technical variables seems to be counter-intuitive, since
they belong to different levels of abstraction, hindering our effort to characterize software
productivity as a dependent variable, as suggested by Gorschek and Davis (2008).

We believe that the analysis of software company productivity (corresponding to the left
hand side of Equation 2) should be performed based on variables which are both intuitive
to policy makers and to the software industry as a whole, not only due to their familiarity
with the adopted independent variables, but also because of a simple productivity function
formulation. Moreover, variables for which publicly available observations are at hand
should be preferred, since these may be subject to third party validation. Finally, depending
on the observational and comparative nature of a study, between individuals or groups of
companies in specific time periods, it is not even necessary to care about currency fluctuations,
inflation and depreciation rates or other factors that equally affect the whole population under
investigation. All these requirements guide us in the choice of independent variables and in
the formulation of a specific productivity function.

Here we adopt the total number of workers (possibly comprising trainees, employees and
some shareholders) reported by each company at the calendar year end as the measure of input.
This is a precise and consistent metric that allows us to compare the production capability of
distinct software companies. Indeed, it would be possible to further specialize this metric by
taking into account in our analysis the skills, wages, location and other personal aspects of
software company workers, but we choose to adopt a simple and general formulation here to
facilitate the development of our study. As a measure of output, we adopt the annual gross
revenues of each company, which is also a precise and consistent metric, since every company
is obliged to produce yearly financial statements presenting this kind of data according to
generally accepted accounting principles. In this way, we adopt in our work the gross revenue
per worker ratio as a measure of software company productivity. This is usually called labor
productivity in the literature.

We overcome the difficulties arising from the use of the gross revenue per worker ratio
by using the specific data collection, classification and filtering methodology described in
Section 4. To begin with, we admit headcounts and gross revenues in our data set only with
third party validation, ensuring the quality of the analyzed data. Companies are stratified
into segments taking into account their main source of revenue, avoiding that firms with
different businesses be directly compared. However, we do compare companies of the same
segment that maintain different production structures, such as software service companies,
which may or may not have outsourced operations (as studied by Siy et al (2001)), since the
effectiveness of the outsourcing structure is captured by the proposed productivity measure.

Productivity measurement in software businesses is surrounded by risks and opportunities,
as identified by Petersen (2011). On one hand, data collection often lacks the required rigor
and it is easy to under or over estimate productivity figures due to the choice of input and
output variables (the more factors we choose, the higher is the chance of measurement and
estimation errors). On the other hand, if performed effectively, it allows a company to tune
its internal processes to deliver more value, for example. Concerning the adoption of labor
productivity, its main advantage in relation to other corporate productivity measures is that
it is easy to compute and understand, but it has the disadvantage of not considering some
productivity factors that are also important, such as the level of outsourcing and the amount of
third party intellectual property employed in the development process, which are nevertheless
difficult to observe and measure. Other productivity measures – such as those based on value
added labor, capital labor, strict capital and multiple factors – can be easily misinterpreted,
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are more difficult to calculate or suffer influence from factors that are not always explicit.
A deeper discussion on this subject is beyond the scope of our research, but for a detailed
discussion on the advantages and disadvantages of adopting specific coarse productivity
metrics, the reader is referred to the extensive study of the OECD (2001) on this subject.

3.2 Software Process Improvement Models

Quality assurance methods based on the implementation of software process improvement
models aim to lower the number of potential defects in software artifacts; to improve the
proposal and execution of tasks in a timely fashion and on budget; to provide high end user
satisfaction and good software warranty, among others. In order to achieve these goals, such
models are provided with guidelines that facilitate their implementation, external appraisal
and long term maintenance.

We focus here on the MPS.BR and the CMMI software process improvement models.
These models have had their definitions refined and scope expanded over the years. Today,
there are in CMMI specific maturity models for software development processes, software
acquisition and service provision (Konrad and Shrum, 2011), while MPS.BR has also distin-
guished models for software development, software acquisition and service provision defined
according to different criteria (Montoni et al, 2009). Any company may implement more
than one specific model and even MPS.BR and CMMI simultaneously. Since the original
definition of both models was concerned just with software development processes, we only
took these models into account while performing our research.

The CMMI model frames software development process maturity in five levels, each one
defined in terms of key process areas, which represent the capabilities that a company or
business unit should have so as to be considered mature in those respects (Paulk et al, 1995).
The first level, denoted by the number 1 in the proper number scale, corresponds to incipient
maturity, found in entities with ad hoc development processes. The second level corresponds
to a situation in which software development processes are managed, meaning that projects
are planned, executed, monitored, controlled and reviewed. The third level is related to the
formal definition of software processes and the use of organizational learning in process
improvement. The next level focuses on software process control and monitoring. The final
level requires the use of quantitative data for guaranteeing continuous process improvement.

The MPS.BR model is more fine-grained than CMMI and suggests that software com-
panies begin their software process improvement attempts earlier in time, due to cost and
risk aspects (Montoni et al, 2009). After the incipient maturity level (not denoted by a letter
in the respective scale), a partially managed level is defined (denoted by letter G), in which
the implementation of requirement and project management attributes is expected. Measure-
ment, quality assurance, portfolio, configuration and acquisition management are attributes
expected just in the next level (denoted by F). The attributes of defined software process
– definition, evaluation and improvement of organizational processes, evolution of process
management activities, human resource and reuse management (level E); requirements devel-
opment, product integration, product design and implementation, verification and validation
(level D); and risk and decision management, as well as development for reuse (level C) –
are gradually required as a company or business unit progresses from level E to C. Levels B
and A correspond almost precisely to the CMMI 4 and 5 levels respectively.

In order to simplify its presentation and comparison with the corresponding CMMI
software development model, MPS.BR attributes are also grouped into key process areas.
Tabular and diagrammatic comparisons of the maturity levels defined according to these
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Table 1 Indexes adopted in quality maturity level normalization.

INDEX 1 2 3 4 5 6 7

MPS.BR Level G F E D C B A
CMMI Level 2 3 4 5

models appear in Figure 1. Although the model definitions are similar, there is no one-to-one
correspondence between process areas, because MPS.BR is defined in terms of fine-grained
attributes. That is why the first line in the MPS.BR table, corresponding to level A, does not
contain a new process area name: it is defined based on the evolution of process areas already
present in lower levels (Montoni et al, 2009).

Entities that implement these models are required to perform assessments in order to
verify their maturity in conducting software development processes. Guidelines are provided
to serve not only as references to evaluations but also as checklists for software process
maturity maintenance. The managing institution of each model keeps a database of accredited
organizations allowed to perform evaluations in strict accordance to model guidelines. At the
end of an assessment or appraisal, the evaluated entity receives access to evaluation records
and can obtain public recognition that it complies with a certain maturity level.

Although the relationship between MPS.BR and CMMI is a subject of study in this paper,
we find it convenient to present at this point the adopted assignment of index numbers to
maturity levels, so that they could be used in the normalization of our data sets. We present
in Table 1 the adopted indexes and stress that the association of a MPS.BR level to the
same index of a CMMI level does not necessarily mean that such levels have a direct and
strict equivalence, since the indexes are used here just as a discrete representation of such
categorical data.

We use index numbers to investigate the existence of a possible correlation between the
quality maturity levels of these models and software company productivity. In other words,
we use just numerical figures to represent these factors and study their correlation respectively
as the right and the left hand sides of Equation 2. In this way, we indirectly incorporate into
our analyses the generally intangible technical and organizational factors that are considered
in MPS.BR and CMMI appraisals, such as the use of software development methods and
tools, as well as outsourcing, offshoring, third party liabilities and others.

4 Research Data and Methodology

4.1 Research subject and data collection

The main subject of our research are companies established in Brazil. We organize our
observations concerning such companies in two distinct data sets, which are joined and
filtered later on: one data set containing appraisals and resulting quality maturity levels,
and another one containing company revenue and employment data. In addition, we stratify
our data sets and analyses of companies according to their business segment (considering
the main source of revenues) and main origin of capital, whenever this is required by our
statistical tests.

Our data set concerning appraised quality maturity levels contains companies of diverse
natures, such as military and public service organizations, as well as private companies
that develop software in-house with diverse businesses – such as construction, engineering,
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Fig. 1 Comparison of maturity level definitions in the CMMI and MPS.BR software development process
improvement models, based on (Montoni et al, 2009).
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Table 2 Statistical profile of our normalized data set on appraisals and quality maturity levels.

NUMBER OF APPRAISALS 2006 2007 2008 2009 2010 2011 2012

MPS.BR 12 55 51 81 72 72 84
Data set 12 55 51 80 70 72 82

Software product companies 2 23 11 27 25 26 26
Software service companies 9 30 35 48 41 41 45
Other companies 1 2 5 5 4 5 11

CMMI 16 14 27 39 40 29 25
Data set 10 10 14 33 27 28 25

Software product companies 0 1 2 9 3 7 8
Software service companies 8 5 8 21 19 16 12
Other companies 2 4 4 3 5 5 5

MATURITY LEVELS 2006 2007 2008 2009 2010 2011 2012

MPS.BR - Data set
Mean value 2.00 1.00 1.00 1.00 1.00 1.00 1.00
Std. dev. 1.97 1.30 1.16 1.13 1.09 1.29 1.31
Kurtosis 2.23 11.02 15.07 13.42 9.29 3.98 3.21
Skewness 1.73 3.23 3.73 3.45 2.87 2.12 1.94

CMMI - Data set
Mean value 2.00 2.00 2.00 4.00 2.00 2.00 2.00
Std. dev. 1.74 1.87 1.72 1.56 1.63 1.52 1.59
Kurtosis 1.01 0.05 0.60 0.55 0.44 0.72 0.47
Skewness 1.58 1.24 1.34 1.06 1.14 1.16 1.13

electronics, automotive, finance, communication and health care – apart from software
companies. The data concerning external appraisals and quality levels of these companies
were collected from the Internet sites of the managing institutions of the CMMI and MPS.BR
models (CMMI Institute, 2013; Softex Society, 2013). Since we focus our research in software
companies here, the data related to companies not in the software business are dropped in our
analyses and we end up with 373 software companies having just MPS.BR appraisals, 134
just with CMMI appraisals and 36 with both kinds of appraisals.

The statistical profile of our data set on appraisals and quality levels is presented in
Table 2. The observations that give rise to this profile are quality maturity levels appraised on
certain dates, but we take advantage of the fact that the CMMI Institute and the Softex Society
establish the validity period of each appraisal as three years (CMMI Institute, 2013; Softex
Society, 2013) to extrapolate in time each quality maturity level observation. Consequently,
mean values, standard deviations, kurtosis and skewness presented in the table were computed
extending each appraised quality level for three years from the date of the respective appraisal.

Concerning the revenues and workforce of Brazilian companies, we use in our research a
data set containing 1123 Brazilian information and communication technology companies,
which has been collected and analyzed by the author since 1990 (Duarte and Branco, 2001;
Duarte, 2012). Among these, 687 are software companies, just some of which included
in the quality and maturity data set. This seems to be a quite representative sample, since
the Brazilian Association of Software Companies (ABES) estimated in 5339 the number of
software companies existing in the country at the end of 2012 (ABES, 2007-2013), divided in
2588 software product and 2751 software service companies. Unfortunately, neither ABES
nor any other representative association of the sector reports a break down of their estimates
on the Brazilian software company population according to the main origin of company
capital.
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The corporate data set was constructed collecting employment and revenue data from
multiple sources. The primary data sources were the annual financial statements of each
company. In Brazil, large size firms listed in the Bovespa Stock Market are obliged to
upload their financial statements into the Internet site of CVM1. Moreover, most large and
medium size companies in Brazil are obliged to publish their financial statements in large
circulation newspapers. For those cases in which the author did not have direct access to the
corresponding financial statements, secondary sources were used. In those cases, revenue
and employment data were extracted from annual publications of market research institutions
to which such data were disclosed directly by the studied companies (Valor Econômico,
2007-2013; Exame Informática, 2007-2013; Informática Hoje, 2007-2013).

As a selection criterion for inclusion of an observation in any of our data sets, we
required third party validation. That is why we only took into account results of external
appraisals which were performed by accredited assessors and were reported to the managing
institutions of the MPS.BR and the CMMI models. Concerning corporate data, this kind of
validation was performed by diverse entities, such as external auditors or board members,
which approved the annual financial statements analyzed in our research, and trusted market
research institutions, which perform varying levels of cross checking.

It is important to point out that our different data sets are used sometimes in isolation and
some other times in conjunction in our research. Their use in one way or another depends
on the need to find out correlations (use of the quality and maturity data set in isolation) or
perform tests on average productivity comparisons between two groups (when the revenue
and employment data set is used as the main source of data and the other data set provides
just the information on whether or not the quality levels of a company were appraised).

4.2 Data correction and adjustment

Our data sets are organized in terms of the Brazilian corporate tax payer registry unique iden-
tification number (CNPJ) and also contains company name, main business code (according
to the Brazilian National System of Economic Activity Classification – CNAE) and main
origin of invested capital (local or foreign). In many cases, these data were collected from
secondary sources and were clearly incorrect, having to be manually fixed by the author in
queries to the Brazilian Inland Revenue databases.

Concerning revenue and employment data, however, there is no publicly available data
source that can be used for cross checking data collected from secondary sources, mainly
due to public trade and tax secrecy policies. In those cases that divergent data concerning the
revenue or employment of a company were collected from different secondary sources, just
the smallest figures were admitted in our data sets.

Our data sets also contain categorical data, for instance data on quality maturity levels,
which were transformed into discrete numbers using the indexes presented in Table 1. This
kind of data adjustment process, as well as the subsequent filtering, computation and analysis,
were all performed with automated support provided by spreadsheets (Levene et al, 2008).

Subsequently to a first round of data correction and adjustment, the data sets on economic
observations and quality levels were joined based on the unique registry number of each
company, resulting in a data source wherein both corporate and appraised quality maturity
level data are available. In doing so, additional inconsistencies appeared, for instance between

1 CVM is the Brazilian Securities and Exchanges Commission.
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the CNAE code of a company and its main source of revenue, requiring additional main
business code adjustments performed by the author.

We are aware that all the aforementioned treatments raise important threats to the validity
of our work, which are analyzed in detail in Section 6.

4.3 Data classification and filtering

After collecting, correcting and adjusting data, we performed a classification and filtering
process, since we were only interested in studying the relationship between labor productivity
and quality maturity levels of companies in the software business and in a specific time
period.

The main business code of each company was used to create a category of software
product companies, which develop packaged or customized software, and another one for
software service companies, which is quite broad, since it encompasses from single software
development services and consulting provision to full business process outsourcing activities.
It is important to mention that the use of this aggregation criterion based on the CNAE code
of each company resulted in analyses not directly comparable to our previous work (Duarte
and Branco, 2001; Duarte, 2012). Moreover, companies were also classified as foreign or
local based on their main origin of invested capital.

As a result of this process, the software companies in our revenue and employment data
set were classified as 210 product and 477 service firms. In addition, we also determined that
78% of the software product companies were locally owned, whereas 80% of the service
companies had most of their invested capital from a local origin. The classification of firms in
the appraised quality maturity level data set respected almost the same proportions concerning
their main business segment and origin of capital.

We were forced to adopt a temporal filter in treating our data. Although our time series on
economic data begin in 1990, we chose to conduct our analyses just in the period from 2006
to 2012, not only due to the increase in the volume of data on appraisals since the beginning
of this period, but also for comparability reasons. In 2006, the Software Engineering Institute
performed a major change in the CMM implementation so as to require from this year
onwards that appraisals be performed just according to the CMM Integration model (Chrissis
et al, 2006). Moreover, concerning company revenues, although they have been denominated
in Brazilian reals since 1998, we chose to deal with them expressed just in American dollars
in our time series to keep comparability with previous years.

4.4 Derived data computation

Since our economic data set is sparse, in the sense that there are some missing observations
in the middle of some periods, we used interpolation, as in (Griliches, 1986), in order to
estimate interior points in the curves of revenues and employment of each company, based
on the points already present in each corresponding time series. Nearly 12% of our data on
revenues were computed in this way, whereas 17% of our employment data was a result of
interpolation. The statistical profile of the resulting data set is presented in Table 3.

We also computed the labor productivity ratio of each company for all those years in
which there were original or computed simultaneous observations of revenues and employ-
ment. The statistical profile of the productivity data set appears in Table 4. The productivity
data presented therein, together with those reported in Section 4.1 concerning appraisals
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Table 3 Statistical profile of our software company revenue and employment data set.

REVENUES
(US$ 1.000) 2006 2007 2008 2009 2010 2011 2012

Observations 295 299 310 295 299 280 227
Sum 19449621 25373348 25190369 28227877 32730640 31774233 31427169
Maximum 2438600 3401500 2192381 2657800 2715000 2153000 3248817
Average 65931 84861 81259 95688 109467 113479 138446
Mean 14677 18000 16856 19386 22100 27832 28532
Std. Dev. 183923 255347 220476 261844 271132 259947 334561
Minimum 141 371 699 625 341 334 1036
Kurtosis 98 99 48 50 37 27 39
Skewness 9 9 6 6 5 5 5

WORKFORCE
(in #) 2006 2007 2008 2009 2010 2011 2012

Observations 220 235 239 248 224 210 147
Sum 328590 403788 419388 427562 471030 445437 419246
Maximum 54415 67032 74756 75000 86000 91922 106729
Average 1494 1718 1755 1724 2103 2121 2852
Mean 220 230 249 255 357 317 366
Std. Dev. 5336 6435 7211 7156 8112 9093 11635
Minimum 6 15 5 10 22 18 8
Kurtosis 73 77 84 85 79 80 60
Skewness 8 8 9 9 8 9 8

Table 4 Statistical profile of our software company productivity data set (breakdown appears in Figure 3).

PRODUCTIVITY 2006 2007 2008 2009 2010 2011 2012

Observations 220 226 235 227 221 199 134
Sum 33119 42032 42811 40175 38069 33167 22008
Maximum 1639 2876 2777 2451 2614 1984 1970
Average 151 186 182 177 172 167 164
Mean 60 73 80 74 78 83 74
Std. Dev. 23 324 334 326 297 260 250
Minimum 9 2 8 9 7 8 5
Kurtosis 15 27 29 23 26 22 23
Skewness 3 4 5 4 4 4 4

and quality levels, correspond to a complete overview of the quality and productivity levels
maintained by software companies in Brazil from 2006 to 2012.

It is important to point out that, in subsequent statistical analyzes correlating labor
productivity to the quality maturity levels of software companies, we adopted the productivity
figures of the whole company or the holding that represents the whole corporate group (the
collection of companies that function as a single economic entity through a common source
of control) whenever there was no economic data available concerning the entity that was
evaluated in a respective appraisal, provided that they all explore the same software product
or service business. Nevertheless, we took corporate group economic data as a proxy just in
the case of 3 software product and 16 software service companies.

The decisions taken in the computation of derived data also threaten the validity of our
work and, due to this fact, we analyze them in detail in Section 6.
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5 Data Analysis and Research Findings

We have studied both MPS.BR and CMMI not only due to our interest in obtaining an
appraisal and quality maturity level data set with as many observations as possible, but also as
a research strategy aiming to perform independent statistical tests relating labor productivity
to quality levels appraised according to each of these software process improvement models.
If we confirm the same hypothesis by testing it independently using each model data, that
would provide stronger evidence of the robustness of our conclusions. We thus investigate the
relationship between the quality maturity levels of MPS.BR and CMMI in Section 5.1 and
the relationship of appraised quality levels to labor productivity in Section 5.2, postponing
the investigation of productivity variance according to each model until Section 5.3.

5.1 Relationship between MPS.BR and CMMI

In Table 2, we presented the number of MPS.BR and CMMI appraisals performed in compa-
nies established in Brazil from 2006 to 2012, as well as the statistical profile of the corre-
sponding quality maturity level data set. Our main hypothesis concerning the relationship
between these models is:

(HYP1) MPS.BR and CMMI appraised quality levels are correlated;

The corresponding null hypothesis is that there is no correlation between the populations
of quality levels appraised according to these models (that is, the corresponding population
correlation coefficient is equal to zero).

Since the respective populations are not normally distributed, having positive skews
(meaning that the number of lower appraised quality levels is much greater than the number of
higher levels), we test the main hypothesis by computing the respective Spearman correlation
coefficient, using just our quality level data set. For the 78 concurrent appraised quality level
observations in our sample, those that result from (the possible extrapolation in time of)
MPS.BR and CMMI appraisals performed in the same year for the same organization, the
computed coefficient is 0.3551, which shows a positive sample correlation. We use the Fisher
transformation to compute the associated z-score, which is 3.1236. Taking into account that
each pair of quality levels corresponds to two independent observations, we note that this
kind of score approximately follows a normal distribution. Therefore, we can determine from
this distribution the probability that corresponds to the computed z-score, which is 0.9991,
yielding a p-value equal to 0.0009, which is less than 0.0250, the level of significance adopted
in our entire research2. This allows us to reject the null hypothesis and confirm HYP1.

It is interesting to analyze this correlation in more detail. If we take into account just
appraised quality maturity levels of software product companies, the computed Spearman
correlation coefficient is 0.7518. This is due to the existence of outliers in our original
sample, which coincidentally all correspond to software service companies. The difference
between the correlation coefficient computed for this category of companies in relation to
software companies in general suggests that we should deal with software product and service
companies separately in our subsequent statistical analyzes.

A graphical representation of the correlation between the MPS.BR and CMMI appraised
quality levels in our sample appears in the scatter plot of Figure 2. Therein, an appraised

2 We chose to adopt a smaller than usual significance level since the beginning of research because we
consider the consequences of type I errors (rejecting the null hypothesis when it is true) more serious than type
II errors (accepting the main hypothesis when it is false).
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Fig. 2 Scatter plot of the concurrent CMMI and MPS.BR appraised quality maturity levels in our sample.

CMMI quality maturity level determines the vertical coordinate of a point, while the con-
current appraised MPS.BR level determines its horizontal coordinate. We present the cor-
responding number of occurrences of appraised quality level observations just behind each
point. The outliers in our sample correspond precisely to quality levels that generate points
far from the diagonal of our plot.

Figure 2 results from the association of quality levels to the indexes presented in Table 1,
which was defined taking into account the conceptual definition of each model (Montoni et al,
2009). Using a least squares technique to minimize the indirect distances between the CMMI
level and the MPS.BR level attributed at the same time to each organization, we notice that
there are other possible index associations that best describe our sample. Such alternatives
differ from that presented in Table 1 due to the assignment of some CMMI levels to lower
indexes than those in the table, suggesting that MPS.BR assessors have required more from
software companies than what is prescribed by the conceptual definition of the model. Even
when we adopt any other of these possible alternative associations, HYP1 still holds.

5.2 Relationship between Quality and Productivity

Now we study the relation of appraised quality levels to labor productivity considering the
population of Brazilian software companies. As we have already mentioned, we conjecture
that successful investments in quality assurance based on software process improvement
models contribute to increase labor productivity. Therefore, we hypothesize that average labor
productivity in companies with appraised quality levels is higher than in other companies.
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We notice, not only in the consolidated statistical profile presented in Table 4, but also in
its breakdown presented in Figure 3, an up-and-down type average productivity growth trend
among the companies in our data set. Investigating the reasons for such a trend, we observe
that foreign capital companies keep operations in Brazil exploring businesses with higher
margins, consequently having higher labor productivities than those of local companies. For
software product companies, this is due to the commercial nature of their operations: many
such companies just sell in the country software developed abroad, having small, if any, local
development costs. For software services, this is due to the preference of foreign companies
that provide in the country value added services with high margins. These observations point
out that revenue and employment in foreign owned companies are different from those of
local companies, leading us to further stratify our analyses according to the main origin of
company capital.

Consequently, we test the following hypothesis in each of the four partitions of our data
set, that is, considering the business nature and main origin of capital of each company, both
for companies with and without MPS.BR and CMMI appraised quality levels, generating
eight statistical test results:

(HYP2) On average, labor productivity in companies with appraised quality levels is higher
than in other companies;

Since our productivity data set is positively skewed, with many more companies with
lower productivities than higher ones, we apply a logarithmic transformation to generate
an approximate normal distribution. Next, we use the one-tailed Welch’s t-test for two
independent samples with unequal sizes and variances to attempt to validate HYP2. The
t-test suggests as a null hypothesis that the difference between the average values observed in
the respective populations is equal to zero. In the context of our analyses, this means that the
average labor productivity of companies with appraised quality maturity levels is equal to
that observed in other companies.

We present in Table 5 the inputs and computed results of our statistical tests. Each
sample partition, with size n = n1 +n2, is divided in two sub-partitions, the first containing
the productivity of companies with appraised quality levels and the second one of those
without appraisals. For example, in our sample with 376 observations from software product
companies that have a local main origin of invested capital (first line in the table, labeled with
A.1), 45 are from companies with appraisals and 331 from companies without appraisals.
The respective t-values are computed taking into account the sub-partition sizes (n), as well
as the labor productivity averages (X) and variances (S) of each sample sub-partition, in the
same way that the required varying numbers of degrees of freedom (DoF) are computed. The
resulting p-values are determined from the corresponding t-values with the computed degrees
of freedom using the t-distribution. We perform the test on an annual basis, but present in
Table 5 the computed results for the whole period, since they are similar to the annual results.
It happens that the calculated p-values in the table are greater than the significance level
adopted in our work, not allowing us to reject the null hypothesis nor to confirm HYP2.

We provide an alternative analysis through the control graph in Figure 3. Therein, the
average productivity figures of each sample partition are presented using continuous lines,
surrounded by dashed lines corresponding to the same data plus and minus 0.5 standard
deviations. We use light gray lines to make reference to companies with MPS.BR appraised
levels and dark gray ones to denote companies with CMMI appraisals, whereas line thickness
denotes a subject of statistical analysis (thin lines denote the average productivity of compa-
nies in the analyzed sample sub-partition, with size n1, in opposition to the thick ones, which
represent the average productivity of the remaining companies in the same partition, with
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Table 5 Results of Welch’s t-test on the average labor productivity of Brazilian software companies.

NATURE OF
BUSINESS

ORIGIN OF
CAPITAL

MPS.BR

n1 +n2 t-value DoF p-value

A. Software Products 1. Local 45+331 −2.8919 349 0.9988
2. Foreign 0+94 N.A. N.A. N.A.

B. Software Services 1. Local 67+719 −9.6932 375 1.0000
2. Foreign 9+290 −9.9491 285 1.0000

CMMI

n1 +n2 t-value DoF p-value

A. Software Products 1. Local 37+339 −1.3249 130 0.9062
2. Foreign 1+93 N.A. N.A. N.A.

B. Software Services 1. Local 85+701 −11.5366 417 1.0000
2.Foreign 71+228 −4.8601 262 1.0000

Fig. 3 Control graphs of software company average productivities in our samples (light gray for MPS.BR and
dark gray for CMMI data).
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Table 6 Results of Welch’s t-test on the average labor productivity growth of Brazilian software companies.

NATURE OF
BUSINESS

ORIGIN OF
CAPITAL

MPS.BR

n1 +n2 t-value DoF p-value

A. Software Products 1. Local 11+61 −2.8519 16 0.9942
2. Foreign 0+17 N.A. N.A. N.A.

B. Software Services 1. Local 18+135 −26.4223 68 1.0000
2. Foreign 2+55 −26.2661 23 1.0000

CMMI

n1 +n2 t-value DoF p-value

A. Software Products 1. Local 11+64 6.8731 11 0.0000
2. Foreign 0+17 N.A. N.A. N.A.

B. Software Services 1. Local 22+137 −28.9287 74 1.0000
2. Foreign 17+49 −8.8768 63 1.0000

size n2). Since each thin line in a graph appears always under the corresponding thick line of
the same color, our graphs validate the corresponding inconclusive statistical test results.

The adequacy of HYP2 can be questioned, since returns on investments in quality
assurance based on the implementation of software process improvement models tend to
appear and cease as time passes. Indeed, there is a quality maturity level validity time reflected
in the computation of the levels reported in Table 2, as mentioned in Section 4.1. We therefore
formulate and test an alternative main hypothesis, now written in terms of productivity growth,
as follows:

(HYP3) On average, labor productivity growth in companies with appraised quality levels is
higher than in other companies.

Again we use Welch’s t-test on our log-transformed labor productivity data set, this time
to attempt to validate HYP3. As our null hypothesis, we now state that the average labor
productivity growth in companies with appraised quality levels is equal to the average growth
of companies without appraisals. The resulting partition sizes, t-values, required degrees of
freedom and critical p-values are presented in Table 6.

The results in Table 6 are a bit harder to interpret. Unfortunately, in this case, we face
a drastic reduction in partition sizes, since each growth rate is computed considering the
whole period of study from 2006 to 2012. Due to this fact, it was impossible to perform tests
concerning foreign capital software product companies, as it was also the case concerning
the data presented in Table 5, since there is not even a pair of such companies simultaneously
with computed productivity ratios and appraisals performed in Brazil in the studied period.
Regarding the test results on locally owned software product companies, they would allow us
to discard the null hypothesis for the CMMI case. However, when we go back to our original
sample data (presented in Table 4 and Figure 3), we notice a drastic decrease in the number of
observations in the last year of the analyzed period, when the average productivity (growth)
of companies with appraised CMMI quality maturity levels almost overcomes that of similar
companies outside this sub-partition (this can be seen in the A. control graph, noticing
that the two dark gray lines nearly intersect each other). We thus conclude that this test
result was biased by the missing data. Regarding software service companies, although one
sub-partition size is rather small (that of software service foreign companies with MPS.BR
appraisals, containing 2 observations only), while the partitions of locally owned software
service companies are populated with data from companies whose appraisals were regarded
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Table 7 Power of Welch’s t-test on the average labor productivity of Brazilian software companies.

NATURE OF
BUSINESS

ORIGIN OF
CAPITAL

MPS.BR

n1 +n2 X1 / X2 S1 / S2 Power

A. Software Products 1. Local 45 + 331 4.12 / 4.26 0.14 / 0.75 65.3%
2. Foreign 0 + 94 N.A. N.A. N.A.

B. Software Services 1. Local 67 + 719 3.88 / 4.18 0.15 / 0.65 100.0%
2. Foreign 9 + 290 4.26 / 5.08 0.06 / 1.35 100.0%

CMMI

n1 +n2 X1 / X2 S1 / S2 Power

A. Software Products 1. Local 37 + 339 4.17 / 4.25 0.24 / 0.73 12.0%
2. Foreign 1 + 93 4.35 / 5.91 N.A. N.A.

B. Software Services 1. Local 85 + 701 3.82 / 4.19 0.18 / 0.65 100.0%
2. Foreign 71 / 228 4.65 / 5.19 0.26 / 1.60 99.1%

as outliers in Section 5.1, the calculated p-values suggest that we cannot discard the null
hypothesis and consequently cannot confirm HYP3.

Even the adequacy of HYP3 can be criticized, since it takes into account the absolute
productivity growth of each company during the entire validity period of appraisals. We
also performed statistical analyses considering, instead of absolute growth rates (which
cannot always be computed due to missing data in the temporal boundaries of some time
series), compound annual growth rates (CAGR), but the obtained results were similar to those
presented in Table 6.

The inconclusive results of our statistical tests should not be confused with a possible
lack of capability of these tests to find positive conclusions, if those were the case. In order to
clarify this, we study the statistical power of these tests, which corresponds to the probability
to reject a null hypothesis when it is false. In other words, the large the power, the more likely
we are to reject the null hypothesis when it is false. In tests of differences of two average
values, statistical power can be calculated from the sizes, averages and variances of each
sample, as well as from the significance level at which the null hypothesis should be rejected
(Rosner, 2010). The data of our post hoc power analysis are presented in Tables 7 and 8. As
can be noticed, the only test that definitely does not have sufficient power to be conclusive is
that correlating labor productivity to CMMI appraisals performed in local software product
companies.

It is important to point out that the inconclusive results reported in this section would
suggest the investigation of the opposite of HYP2 and HYP3, that is, average productivity
and productivity growth in software companies are negatively related to appraised quality
levels. We investigate this a bit further in Section 5.3.

5.3 Analysis of Productivity Variance

Now we question if the ad hoc classification of Brazilian software company labor productivi-
ties according to the categories in the first two columns of each table in the preceding section
(here denoted by X .y, where X ∈ {A,B} and y ∈ {1,2}) has some statistical justification, as
well as whether or not the adopted categories can be further partitioned using a systematic
and statistically meaningful method based on their variances.
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Table 8 Power of Welch’s t-test on the average labor productivity growth of Brazilian software companies.

NATURE OF
BUSINESS

ORIGIN OF
CAPITAL

MPS.BR

n1 +n2 X1 / X2 S1 / S2 Power

A. Software Products 1. Local 11 + 61 1.05 / 1.06 0.01 / 0.01 63.8%
2. Foreign 0 + 17 N.A. N.A. N.A.

B. Software Services 1. Local 18 + 135 1.01 / 1.10 0.00 / 0.02 100.0%
2. Foreign 2 + 55 0.95 / 1.05 0.00 / 0.02 100.0%

CMMI

n1 +n2 X1 / X2 S1 / S2 Power

A. Software Products 1. Local 11 + 64 1.13 / 1.05 0.03 / 0.01 100.0%
2. Foreign 0 + 17 N.A. N.A. N.A.

B. Software Services 1. Local 22 + 137 1.01 / 1.10 0.01 / 0.02 100.0%
2. Foreign 17 + 49 1.01 / 1.05 0.01 / 0.026 100.0%

Most of the simultaneous comparison methods for variance analysis depend on the
homogeneity of the studied groups. In order to assess whether or not that is the case regarding
the partition of productivity data into the previously presented categories, we apply the
Levene test of equality of variances using our logarithmic transformed productivities. This
test suggests as the main hypothesis that there is at least one group with a distinguished
variance and as a null hypothesis that the variances of the groups are all equal. We first
calculate the distance of each individual value in each data set partition from the respective
median and use these distances to compute the F-ratio between the average squared deviation
of these values from their partition and total average. Afterwards, we compare this ratio with
a critical F-value, which is then determined from the F-distribution at a level of significance
of 0.025, depending on a number of degrees of freedom computed from the number of groups
less one and the total sample size. It turns out that both computed ratios are greater than the
critical F-value, that is, the ratios 21.9603 for the MPS.BR case and 29.7000 for the CMMI
case are each greater than 2.4164 (computed critical F-value), allowing us to discard the null
hypothesis. Therefore, there are groups with distinguished variances.

Next, since variance is not homogeneous, we attempt to identify the statistically distinct
groups using the Games-Howell test, which can be applied even in the case of different
group sizes and variances. This is essentially a multiple comparison generalization of Welch’s
test. First, we compute size, average, mean value, standard deviation and variance for each
data set partition. Next, we arrange this simple statistical profile of the analyzed data in a
square matrix – containing only group name, average value, variance and size – so as to
facilitate the computation and presentation of the pairwise absolute value differences between
partition averages divided by the respective adjustment factors (the square root of the sum
of the squared variances of each group pair divided by each respective group size). The
resulting t-values are then compared to critical q-values, which are computed from Student’s
t-distribution according to the adopted level of significance, taking also into account varying
numbers of degrees of freedom, depending on the sizes and variances of the elements in each
data set partition pair.

We present in Tables 9 and 10 the t-values calculated from our log-transformed produc-
tivity observations, for each pair of non-negligible size categories of software companies,
respectively classified according to the existence or not of MPS.BR and CMMI appraisals
(groups without appraisals have their names overlined). The t-values corresponding to the
average productivities of foreign capital software product companies with appraised quality
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Table 9 Games-Howell t-values for log-productivities of companies with and without MPS.BR appraisals.

PARTITION A.2 A.1 A.1 B.1 B.1 B.2

AVERAGE 5.8997 4.2616 4.1265 4.1817 3.8839 5.0878

VARIANCE 1.1849 0.7582 0.1416 0.6518 0.1538 1.3590

N 94 331 45 719 67 290

A.1 4.2616 0.7582 331 3.6347
A.1 4.1265 0.1416 45 3.9262 0.3175
B.1 4.1817 0.6518 719 3.8249 0.1888 0.2943
B.1 3.8839 0.1538 67 4.4726 0.8897 1.2678 0.7489
B.2 5.0878 1.3590 290 1.7910 1.9334 4.8674 2.2611 5.7205
B.2 4.2690 0.0603 9 3.5795 0.0174 0.7039 0.2165 1.7899 1.5647

Table 10 Games-Howell t-values for log-productivities of companies with and without CMMI appraisals.

PARTITION A.2 A.1 A.1 B.1 B.1 B.2

AVERAGE 4.3205 5.9167 4.2528 4.1780 4.1960 3.8289

VARIANCE 1.1704 0.7344 0.2430 0.6541 0.1850 1.6063

N 93 339 37 701 85 208

A.1 4.2528 0.7344 339 3.7209
A.1 4.1780 0.2430 37 3.8461 0.1766
B.1 4.1960 0.6541 701 3.8597 0.1361 0.0743
B.1 3.8289 0.1850 85 4.6687 1.0136 1.4212 0.9235
B.2 5.1912 1.6063 228 1.6029 2.2136 3.9681 2.4655 5.7906
B.2 4.6517 0.2671 71 2.8175 0.9498 1.9039 1.1405 3.6061 0.9640

levels (A.2) are not represented in either table, since they cannot be computed from the sets of
observations of such companies with MPS.BR and CMMI appraisals, because they are empty.
In each table, we highlight in boldface the t-values corresponding to the pairs of categories of
companies which are not identified by the test as being significantly different from the others,
those for which the calculated t-value is smaller than or equal to the respective critical value.
Still concerning foreign capital companies, it is evident in the tables that the categories of such
companies without appraised quality levels (A.2 for product and B.2 for service companies)
are distinct from the others, since they are shown to be statistically different from each other
category. Incidentally, therein lies most of the variance of the studied groups, something
which seems to be natural, since in these categories reside all kinds of software companies
that have not implemented process improvement models nor appraised their quality levels,
having productivities varying in ample spectra. Moreover, although the sub-category of labor
productivities of software service companies with appraised MPS.BR quality maturity levels
is shown to be undistinguished from most others (boldface values in the last line in Table 9),
there is greater uncertainty in this fact due to the small size of the analyzed group.

What remains to be analyzed is the variance in productivity of software companies with
local origin of capital. Again, there is one category which distinguishes itself from all the
others, due to its unique average productivity, which is that of software service companies
with appraised quality levels (B.1). On the other hand, in the middle of each table, there are
some highlighted t-values which represent the lack of distinction in the average productivities
of companies without appraised quality levels in product (B.1) and service (A.1) businesses.
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Fig. 4 Box-plots of software company log productivities (light gray for MPS.BR and dark gray for CMMI
data).
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We prefer to maintain them as separate groups in our analyses precisely because of the
distinct natures of their businesses. Finally, we notice a lack of distinction between the group
of productivities of software product companies with appraised quality levels (A.1) in relation
to groups without such appraisals (A.1 and B.1). In this case, a possible explanation for
the lack of distinction could be the existence of varying degrees of productivity depending
on the maintained levels of appraised quality maturity levels. Consequently, we iterate the
partitioning of our data set by splitting each range of quality levels in three contiguous groups
(a division that best fits the requirement of defining partitions with non-negligible sizes and
distinguishable productivity averages) and present the resulting box-plots in Figure 4.

The box-plots provide some additional evidence for one of our previous conclusions,
namely that average labor productivity is higher in companies without appraised quality
levels. Moreover, the plots suggest that companies with higher quality levels are more or less
productive than others in the same category depending on factors such as their business nature,
the main origin of invested capital and the maintained quality level. It can also be noticed that
productivity variance often decreases with the progression to higher quality maturity levels,
which is not surprising given the more demanding attributes that the respective software
development processes have to maintain.

6 Research Result Assessment

Some conclusions of our research appear to be quite strong: it suggests that our common
intuition concerning the existence of a positive relationship between labor productivity and
quality maturity levels, as appraised according to software process improvement models such
as MPS.BR and CMMI, is not universally valid; it also shows that there is a correlation
between the quality levels appraised according to these models. These conclusions require a
careful and systematic assessment, which is presented in this section.

The main threats to the validity of our work are the internal ones, related to data collection,
data adjustment and derived data computation. Indeed, we adopted multiple and sometimes
divergent data sources, had to perform manual corrections in some collected data, and made
critical decisions concerning how to treat missing data. In the end, the obtained data sets
were not randomly selected, nor normally distributed.

Concerning the adoption of multiple sources of data, we used both primary and secondary
sources, something that could have compromised the quality of our data. However, these
sources were considered trustful in all cases, since the supplied data was always subject
to third party validation. The adopted data sources were published financial statements,
published market research studies and reports of the managing institutions of the MPS.BR
and CMMI models, which are respectively analyzed prior to their publication by auditors or
board members, market researchers and process improvement model appraisal assessors. As
a consequence, raw data provided directly by the studied companies was never used in our
analyses.

The simultaneous adoption of primary and secondary data sources forced us to define
clear criteria for data selection and was also a source of divergent observations concerning
some companies. Data collected from primary sources was always preferred in our research,
since no second party noise could be introduced in this way. For this reason, our data sets were
populated first with data from published financial statements and reports of the managing
institutions of the MPS.BR and CMMI models. On the other hand, economic data collected
from secondary sources often contained mistakes and generated doubts in cases of multiple
observations concerning the same company. In those cases, clearly mistaken data were



Productivity Paradoxes Revisited 25

manually corrected by the author, after validation with any existing alternative sources –
such as the Brazilian Inland Revenue databases – and just the smallest figures from multiple
observations were admitted, considering that a frequent source of lack of correction in market
research studies is overstatement.

Missing data was also noticed in our data sets, which could lead to biased estimates,
decreased statistical power, increased standard errors and weak generalizability. Concerning
their treatment, two decisions were made: to use interpolation to estimate each missing
revenue and employment data based on its neighborhood, as well as to use data from
the corporate group when those of the respective company were not available. The latter
adjustment was performed 19 times out of 687 company observations and the former
adjustment resulted in estimates for 12% of our data on revenues and 17% of our employment
data. Alternative estimation methods could be used, such as imputation (Rosner, 2010), but
interpolation appeared to have a better performance in our case, since data was not missing
completely at random, existing data points were good predictors of missing data and the sizes
of our data samples were expressive. Interpolation has also been used by other authors in
similar situations (Griliches, 1986).

We have to recognize that, although our derived productivity data set captures the figures
of companies of different natures and businesses, our data samples of the respective popu-
lations were not randomly selected, since the data set itself reflects mostly the productivity
of mid-size and large companies, for which public data is available. To confirm this, we
performed a Wald-Wolfowitz runs test on a yearly basis, taking into account our revenue
and employment data. In this kind of test, runs are defined as sequences of equal signals
of the difference between an observed value in relation to the sample mean. As a null hy-
pothesis, the number of runs is assumed to be a randomly distributed variable and the main
hypothesis is that randomness is absent. By applying the test on our data, we confirmed, with
the level of significance 0.025, that they were not randomly selected among observations
of the respective population. Although this could harm the possibility of generalizing our
findings, which prevented us from discharging the null hypotheses related to HYP2 and
HYP3 due to statistical tests based on the randomness assumption, we strove to obtain an
expressive population coverage, leading to observations on productivity data of 4% of the
estimated population. In addition, we also performed alternative analyzes based on descriptive
statistics and statistic control charts. It is our belief that the observed negative relationship
between appraised quality levels and labor productivity could be worse if more small size
companies were taken into account. Concerning quality level observations, we collected
appraisal observations of 99% and 77% of the respective MPS.BR and CMMI appraisal
populations, adopted non-parametric statistical tests and confronted their results with a scatter
plot. Consequently, we are confident in the validity of HYP1.

Another aspect that deserves further analysis is the lack of normality in the distribu-
tion of our productivity data. In order to cope with this limitation, we applied logarithmic
transformations attempting to approximate normality. The effect of these transformations
on our data is illustrated by the normal probability plots in Figure 5, where original data
is portrayed in light colors and log-transformed data using dark colors. As can be noticed
from the distances between each curve and the straight line that denotes the corresponding
normal distribution, the transformations were effective – since variance, skew and kurtosis
were significantly reduced – but the transformed data was still not normally distributed, as
we could confirm by the application of the Anderson-Darling test in each case. Since the
sizes of our samples are expressive and we use statistic methods that compensate for distinct
variances in sample sub-partitions, we accept the obtained results related to HYP2 and HYP3
as if our log-transformed data were normally distributed. As a means of cross-checking
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Fig. 5 Normal probability plots of productivity and its growth (dark gray for log-transformed data and light
gray for untransformed data).

our conclusions, we performed statistical analyses using the non-parametric Kruskal-Wallis
test and in all cases they confirmed the conclusions of the corresponding parametric test
counterparts.

Unfortunately, we only had access to research data concerning the Brazilian software
industry. This reminds us that the obtained results may only be regionally valid. Nevertheless,
in order ensure that our study does not suffer from a selection bias, two distinct software
process improvement models were investigated. The CMMI model has worldwide adoption,
while the MPS.BR model begins to be adopted in other countries of South America. The
fact that most of the performed pairs of statistical tests agree on the obtained individual
results, despite the fact that each of them was produced based on a data set partition reflecting
the existence of either CMMI or MPS.BR appraisals, provides additional evidence that our
results do not suffer from a selection bias.

The temporal stability of our results deserves further investigation. Although studing
software process productivity but not software company productivity, Herbsleb et al (1997)
and Herbsleb and Goldenson (1996) reported the existence of a positive relationship between
quality assurance and software process productivity due to the early adoption of the CMM
model, while Kalinowski et al (2011) suggested, based on extensive data collected from
companies that implemented the MPS.BR model, that the studied time frames matter when
software productivity is related to process maturity. Moveover, the MPS.BR and CMMI
reference models have changed over the years, but this was not considered in our studies.
Consequently, we believe that it is worthwhile investigating the studied relationships taking
into account more observations and in longer time frames.

7 Discussion

By applying empirical methods to understand the relationship between MPS.BR and CMMI
and between quality levels (as appraised according to these models) and the labor productivity
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of software companies, we concluded that quality levels appraised according to these models
are correlated (HYP1), but we found no statistically significant evidence that labor productiv-
ity (HYP2) or productivity growth (HYP3) are positively influenced by the corresponding
investments in quality assurance based on the implementation of these software process
improvement models.

The Softex Society has accumulated extensive experience in providing support to
MPS.BR appraisals (Softex Society, 2013) and has recorded with special attention those cases
having past or future connections with CMMI implementations. The views of practitioners
involved in such cases are that a previous implementation of one model makes it easier to im-
plement the other. Put in a different perspective, these observations point out that a company
can expect to obtain similar software process improvement results with the implementation
of either MPS.BR or CMMI. Montoni et al (2009) went a bit further in this direction by
identifying a relationship between these two models based on their conceptual definitions. To
our knowledge, our work is the first to demonstrate the existence of the respective correlation
using empirical methods.

The relationship between quality assurance and software productivity has been investi-
gated by many authors and institutions. The number of positive results outweighs the negative
ones, existing also many inconclusive studies (Petersen, 2011). The negative results are often
regarded as unexpected, counter-intuitive or even paradoxical (Brynjolfsson and Hitt, 1998).
A realistic assessment seems to be that the implementation of quality assurance methods
themselves may have costs that surpass the achieved productivity gains (Boehm, 1987). In
practical terms, our own work suggests that companies should not invest in the implementa-
tion of software process improvement models seeking to obtain a concrete and observable
increase in their labor productivity. Some impacts of such investments could be the increment
of labor costs, due to more demanding processes, or the strengthening of the market percep-
tion concerning a company, based on the reputational value of the quality maturity ratings,
allowing the company to practice a premium price strategy. Such impacts may vary with time
and together may affect labor productivity in opposite directions, potentially producing zero
or unobservable effects in this measure.

Concerning the analysis of productivity variance,our research suggests that companies
with appraised quality levels are more or less productive depending on factors such as their
business nature and main original of capital. Our past experience in financing software
company investments took into account such factors (Duarte and Branco, 2001; Duarte,
2012) and the lessons learned are that software service businesses require more management
towards ensuring rigor and transparency, whereas in product businesses the secrecy and
protection of software development are key to ensure competitive advantages. The particu-
lar characteristics of each business segment certainly affect the respective company labor
productivities and consequently their correlation with quality levels. Regarding the main
origin of company capital and other legal, organizational and scale factors (as investigated in
Nguyen et al (2011)), we believe that it is still an important long term goal to ensure software
productivity improvement in general and to understand it in particular, in connection or not
with quality assurance measures, by analyzing it at many different levels, such as corporate,
process, product and project levels. Finally, our research also suggests that, in general,
productivity variance decreases as a company with appraised quality levels moves towards
higher levels. The need to study such levels was recognized in Herbsleb et al (1997), but we
are not aware of other works reporting on their connection with software productivity. From
the practical perspective, this finding points out that software companies should invest to
reach higher quality levels if they desire less labor productivity variance.
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8 Concluding Remarks

In this paper, we investigated the relationship between labor productivity and quality levels as
appraised according to the MPS.BR and CMMI software process improvement models. We
performed statistical analyses showing that MPS.BR and CMMI appraised quality levels are
correlated, but we could not find any statistical evidence that the respective appraised quality
maturity levels are related to higher productivity or productivity growth. On the contrary,
there is statistical evidence suggesting that average labor productivity is higher in companies
without appraised quality levels. Moreover, our analyses suggest that companies with quality
maturity levels are more or less productive depending on factors such as their business nature,
main origin of capital and maintained quality level.

It seems to be worthwhile continuing the reported research by performing additional
statistical analyses using larger data sets, populated with more productivity and software
quality data, from a geographically wider population, as well as within longer time frames,
so as to obtain, if possible, further confirmation of our conclusions. A promising direction
for future research appears to be the investigation, using regression techniques, whether
Equation 2 can be used not only to describe but also to predict labor productivity in software
companies, taking into account quality levels as appraised according to software process
improvement models. In doing so, the identification and measurement of the main factors
that affect labor productivity should be refined, their possible time dependency analyzed,
and a possible colinearity between MPS.BR and CMMI appraisals investigated with respect
to their influence in labor productivity. An alternative direction for future research is to
take into account legal and organizational factors in the investigation of software company
labor productivity. In this direction, the author is currently studying labor productivity in the
Brazilian enterprise resource planning software market.
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